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Figure 1. SURFAVATAR generates high-fidelity 3D human avatar. As shown in figure above, each avatar standing on his/her corresponding
attribute maps for Meshified Surfel Gaussians.

Abstract

Generating high-fidelity, animatable 3D human models is
crucial for applications in the metaverse, telepresence, dig-
ital games, and film production. Traditional 3D human
avatar modeling methods are limited by high costs and com-
plexity, whereas 3D human generative models offer a more
accessible approach. In this paper, we address the limita-
tions of existing methods, which suffer from degraded ap-
pearance after pose manipulation. A novel approach is in-
troduced for learning a riggable, high-quality 3D human

generation model, utilizing a dataset comprising unstruc-
tured static 3D human models. We present Meshified Surfel
Gaussians, a unique fusion of Gaussian and mesh represen-
tations specifically designed for avatar modeling. This in-
novation establishes explicit connections among Gaussian
points, facilitating connectivity-based optimization regu-
larizers. Our method surpasses baseline approaches and
accommodates a range of downstream tasks, rendering
it highly versatile for high-fidelity human generation and
practical applications. The code and data will be publicly
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released upon publication.

1. Introduction
Generating 3D human models is a pivotal endeavor in com-
puter vision and computer graphics, with extensive appli-
cations spanning various industries, including metaverse,
telepresence, digital games, and film production. The ca-
pability to efficiently create lifelike, animatable 3D human
models is essential for advancing digital avatar technology,
improving user interaction experiences, and expanding the
frontiers of creative production.

The research into 3D human avatar modeling boasts a
rich history. Initially, high-quality 3D models of the hu-
man body were crafted through manual design by skilled
artists and the utilization of multi-view light field [11] or
range field [56] reconstruction systems. Nevertheless, these
methods are constrained by prohibitively high hardware and
labor costs, thereby limiting their practical applications. In
stark contrast, 3D human generative models have emerged
as a markedly more easy-to-use approach to 3D human
avatar modeling, garnering widespread interest and research
attention.

The core idea of generative models lies in establishing a
conditional probability prediction model on a dataset, mod-
eling the intrinsic structure and generative mechanism of
the data. Vision generative models have achieved success
in tasks such as 2D image generation [18, 42] and 3D face
generation [4, 46]. However, research on generative mod-
els for 3D human has progressed slowly. This is primarily
due to the fact that the human body is a complex articulated
non-rigid structure consisting of numerous joints, making
the underlying generative mechanisms more challenging to
learn. Consequently, previous state-of-the-art works [62]
have exhibited issues such as overly smooth geometries,
blurred textures in generated 3D avatars, and prominent ar-
tifacts in animated 3D avatars.

In this paper, we define our task as learning a riggable,
high-quality 3D human generation model based on a dataset
of 526 unstructured static 3D human models, similar to
E3Gen. E3Gen maps 3D Gaussian models onto the UV
space and utilizes 2D generative networks to predict Gaus-
sian parameters. Experimental results reveal that the gen-
eration quality of this approach is relatively limited, espe-
cially after pose manipulation, where the appearance of the
3D human models significantly degrades. Our insight is that
the key to enhancing the performance of 3D human genera-
tion models lies in introducing a more efficient representa-
tion method and its corresponding learning framework tai-
lored for 3D human generation.

Specifically, we introduce an innovative integration of
Gaussians with mesh representations, explicitly tailored for
avatar modeling, which we have dubbed Meshified Surfel

Gaussians. Drawing inspiration from the ExAvatar [32],
we propose to place the center of each Gaussian at the ver-
tices of a predefined parametric human mesh. This method-
ology establishes explicit connectivity among the Gaussian
points by leveraging the vertex-to-vertex connections inher-
ent in the mesh. Consequently, this approach facilitates the
utilization of connectivity-based optimization regularizers,
such as Laplacian regularization, enabling the generation
of avatars with exceptional geometric fidelity. Our method
surpasses other baselines and extensively supports various
downstream tasks, including animation (especially facial
animation), and texture/geometry editing. This makes our
approach versatile for high-fidelity human generation and
practical real-world applications.

To summarize, our main contributions are three-fold:
• We introduce Meshified Surfel Gaussians, a novel mech-

anism that binds 3D Gaussian primitives with a paramet-
ric mesh model of a riggable 3D human, thereby enhanc-
ing the representation capability of 3D human generative
models.

• Connectivity-based regularization is introduced in the
model training to ensure that the 3D Gaussian primitives
are more accurately aligned with the semantic UV space.

• Our method achieves cutting-edge rendering quality, par-
ticularly with a significant enhancement in the quality of
human renderings animated into unseen poses. Remark-
ably, this outstanding performance is attained through
training on just a few hundred static human models with
unconstrained poses.

2. Related Work

2.1. 3D Neural Representation

When describing 3D scenes and objects, different 3D repre-
sentations exhibit distinct preferences in expressing geom-
etry and appearance. Traditional graphics pipelines include
Voxel [25, 30, 59], Point cloud [38, 39], and Mesh [48, 51],
which represent 3D structures using discrete elements such
as grids, unstructured points, or polygonal surfaces. These
representations efficiently capture geometric details and
have been widely used in computer graphics and 3D mod-
eling. More recently, neural representations have emerged
as an alternative. The neural field [5, 31, 33] is an implicit
function that takes a 3D position and viewing direction as
input and outputs color and density, enabling photorealis-
tic rendering through volumetric ray casting. In contrast,
Gaussian Splatting [15, 19, 58] is a representation that mod-
els a 3D scene as a collection of anisotropic Gaussian ker-
nels, where each Gaussian is defined by its position, covari-
ance, and appearance. By leveraging tile-based differen-
tiable rasterization, Gaussian Splatting enables efficient and
high-speed rendering while maintaining flexibility.
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Figure 2. Pipeline Overview. Our method learns the underlying distribution of latent UV feature from the dataset, then obtains color and
offset attribute maps through two separate decoders. Subsequently, Gaussians are anchored to the SMPL-X model by sampling from the
two attribute maps. Leveraging differentiable rasterization and our proposed meshified surfel Gaussians, the rendered results achieve both
photorealism and high-quality geometry (e.g., mesh and normals).

2.2. 3D Generative Model

In 2D, generative models such as GANs [18], diffusion
models [42], and autoregressive models [22] have made re-
markable strides in the general tasks [64, 65] of text-image
synthesis and image-conditioned generation. In the realm
of 3D, two widely explored paradigms for 3D generation
are 3D-aware GANs and multi-view diffusion models. 3D-
aware GANs [2–4, 21] utilize a well-designed 2D genera-
tor backbone to synthesize a triplane representation of the
scene, which is then decoded by a small decoder to pro-
duce radiance field information. On the other hand, multi-
view diffusion models [24, 27, 44, 49] control a heavy
diffusion backbone using multi-view images and camera
embeddings. This allows the model to generate images
from multiple viewpoints, capturing the scene from differ-
ent angles. The generated images are then used as textures,
which are mapped onto meshes generated by other mod-
els [47, 52, 54, 61], creating coherent 3D representations
with detailed textures.

2.3. 3D Avatar Generation

Extensive efforts have been made to create 3D human
avatars [8, 9, 23, 28, 36, 37, 41, 43, 53, 60, 66, 67]. Early
approaches [7, 50] primarily relied on scanned datasets to
model human shapes. With the emergence of large-scale
2D human image datasets, 3D-aware GAN has been widely
explored for human generation. AG3D [68] extends 3D-
aware GAN by explicitly modeling the pose space, enabling
more controllable human synthesis. GETAvatar [63] intro-
duces a disentangled representation of geometry and tex-
ture. EVA3D [14] models articulated humans in a part-
based manner, achieving high-resolution image synthesis
without additional super-resolution. PrimDiffusion [10]
adopts a new primitive that incorporates radiance and kine-

matic information. With the advancement of 3DGS, re-
cent work explores generating human by Gaussian attribute
maps in UV space. GSM [1] constructs a hierarchical shell-
map-like structure that includes multiple sets of attribute
maps. E3Gen [62] optimizes a set of random feature maps
while jointly training the decoder to produce attribute maps.
These approaches highlight the evolution of 3D human gen-
eration, transitioning from explicit modeling to learning-
based representations with improved realism and efficiency.

3. Method

We propose SurfAvatar, a generative method for learning
the generation of animatable avatars from a multiview hu-
man dataset. The overview of our pipeline is illustrated in
Fig. 2. In this section, we first provide a brief introduc-
tion to prior knowledge about SMPL-X [35] and 3D Gaus-
sian Splatting [19] in Sec. 3.1, then introduce avatar model-
ing with our novel Meshified Surfel Gaussians in Sec. 3.2.
Then, the integration of our designed Gaussians into exist-
ing generative frameworks is explained in Sec. 3.3. Lastly,
Sec. 3.4 explains our design of loss functions.

3.1. Preliminary

SMPL-X [35] is a widely used parametric human body
model that extends the SMPL model by incorporating ex-
pressive details for hands and faces. By representing body
shape β and pose θ through low-dimensional parameter
space, SMPL-X enables robust and flexible deformation of
a 3D human mesh. With given facial expressions ψ, the
deformed template mesh in the canonical (T-pose) space is
defined as:

T (β,θ,ψ) = T̄ +BS(β) +BP (θ) +BE(ψ), (1)
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where the T̄ is the mean template mesh, and BS(β), BP (θ)
and BE(ψ) represent the blend shapes of shape, pose and
expression respectively. Once the targeted shape, pose and
expressions are obtained, the final posed mesh M is com-
puted via Linear Blend Skinning (LBS):

M(β,θ,ψ) = LBS
(
T (β,θ,ψ), J(β),θ,W

)
. (2)

where J(β) is the joint regressor, and W is the skinning
blend weights.
3D Gaussian Splatting [19] (3DGS) is a rendering tech-
nique that represents a scene using a sparse set of 3D Gaus-
sian ellipsoids. Each Gaussian is defined by its position
µ ∈ R3, covariance Σ (which is stored as scaling s ∈ R3

and quaternion q ∈ R4), color c ∈ R3, and opacity α. The
rendered color C of a pixel is computed by blending all
Gaussians overlapping this pixel:

C =

N∑
i=1

ciαi

i−1∏
j=1

(1− αj). (3)

where ci is the color of each Gaussian, and αi is the blend-
ing weight derived from the opacity and probability density.

3.2. Meshified Surfel Gaussians
In this paper, we propose a novel integration of Gaus-
sians with mesh representations for avatar modeling, which
we term Meshified Surfel Gaussians. Inspired by ExA-
vatar [32], we position the center of each Gaussian at the
vertices of the predefined template (e.g., SMPL-X mesh).
This approach creates explicit connectivity among Gaus-
sians by mapping the vertex-to-vertex connections on mesh,
which in turn enables the use of connectivity-based op-
timization regularizers (e.g., Laplacian regularization) to
generate avatars with high geometric fidelity without the
need for additional geometric supervision. Building on this,
we devise Gaussian attributes tailored for representations
suitable for avatar modeling as follows.
Position and color. We observe that native Gaussians, due
to their flexibility and anisotropy, often produce artifacts
such as spiking or floating during avatar animation. To miti-
gate this, we constrain the degrees of freedom of Gaussians
to color and position. Given the relatively simple surface
of human avatars, we do not account for complex reflection
or refraction effects. Instead, we simplify the color repre-
sentation c to three RGB channels and set the opacity as
1. The position is determined by the sum of the previously
mentioned vertices and a learnable offset ∆µ.
Scaling and rotation. Previous works constrain Gaussians
to isotropic spheres or simply use a fixed value for scal-
ing. However, such oversimplifications often prevent Gaus-
sian primitives from adequately covering the entire mesh,
resulting in noticeable artifacts. Inspired by the design of

surfel primitives [13, 15], we propose that flattened Gaus-
sians can more accurately represent the surface of an avatar.
In our implementation, for each Gaussian located at a mesh
vertex, the third axis is defined along the vertex normal di-
rection and its value is defined as a small constant σ. The
other two axes lie in the plane perpendicular to the vertex
normal, with each assigned a magnitude δ times the aver-
age distance d̄i between the vertex and its adjacent vertices.
The scaling si is calculated as follows:

d̄i =
1

Ki

Ki∑
j=1

∥pi − kj∥2, (4)

si = [δ · d̄i, δ · d̄i, σ]. (5)

where pi is the position of each Gaussian, kj ∈ K(pi), in-
dicates the neighboring Gaussians of pi, Ki is the number
of its neighboring Gaussians. δ is set to 0.75 and σ is set
to 1e−5. This design eliminates the need for additional pre-
diction networks or further optimization for pose-dependent
scaling, while allowing the scaling to adapt naturally to the
underlying deformed mesh geometry. The resulting disc-
shaped Gaussians form a smooth Gaussian surface proxi-
mate to the original mesh.

Therefore, consider an upsampled SMPL-X template
mesh in a canonical pose with vertices Vinit ∈ RN×3 and
faces F ∈ RF×3. Each vertex is anchored with meshified
Gaussians that possess color c and offset ∆µ. The canoni-
cal Gaussians position µcan will be obtained by adding the
offset ∆µ to the predefined canonical densified SMPL-X
template Vinit. Given a targeted SMPL-X shape β, pose θ,
and expression ψ coefficients, we apply LBS to yield the
deformed Gaussians position µ using Eq. (2). With the
deformed position, we can obtain scaling s as described in
Eq. (5). With face index F , we can calculate the normal n
directly and subsequently obtain rotation q of Gaussians.

3.3. Avatar Generation
The bridge connecting Gaussians with grid-based genera-
tors is UV sampling. In avatar generation, a common strat-
egy is to assign attributes to primitives anchored at corre-
sponding positions. This is done by leveraging the UV lay-
out of the human template to sample from the attribute maps
produced by the generator. Formally, given an attribute map
A(u, v), Gaussian attributes G with predefined UV coordi-
nates zuv are obtained via bilinear interpolation:

G = GRIDSAMPLE(A, zuv). (6)

In our scheme, G involves the offset ∆µ in canonical
space and color c. To obtain these two attribute maps, we
adopt a single-stage diffusion scheme following previous
methods [6, 62] in an end-to-end manner. Formally, the
overall loss function is expressed as:

L = λfitLfit(χi;φ) + λdiffLdiff(χi;ϕ), (7)
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where χi is a latent feature, ϕ is the parameters of the de-
noising U-Net Dϕ used in our diffusion process, and φ is the
parameters of our decoders Dapp. and Dgeo., which decode
the latent feature into the corresponding Gaussian attributes
map. Lfit and Ldiff represent the loss function of the train-
ing for the fitting and diffusion process, respectively. The
loss function will be detailed in Sec. 3.4.

In the training phase, we feed a batch of avatars exhibit-
ing diverse poses, with each scene randomly sampled from
different camera views to provide RGB observations. The
latent feature of the corresponding scene χi is randomly ini-
tialized and optimized by minimizing both the fitting loss
Lfit and the diffusion loss Ldiff , while the model parame-
ters ϕ and φ are updated simultaneously.

3.4. Loss Function
Diffusion Loss. The diffusion model regularizes the latent
features by learning a denoising process. A noisy latent fea-
ture is generated at a diffusion time step t as:

χ
(t)
i = ξ(t)χi + τ(t) ϵ, (8)

where ϵ ∼ N (0, I) is Gaussian noise, and ξ(t) and τ(t) are
schedule functions that control the noise level. The denois-
ing U-Net Dϕ is trained to predict the original latent feature
χi from χ

(t)
i using the following loss:

Ldiff(χi;ϕ) = Et,ϵ

[
1

2
w(t)

∥∥∥ϕ(χ(t)
i , t

)
− χi

∥∥∥2] , (9)

where w(t) is an empirically designed weighting function
that emphasizes particular time steps during training.
Fitting Loss. To ensure consistency between the rendered
images and the ground truth, we incorporate two photoreal-
istic losses in the fitting loss:

Lfit(χi;φ) = λL2LL2 + λpercLperc, (10)

where the LL2 is defined as the L2 distance between the
ground truth images and the rendered outputs of our fit-
ted avatars. Additionally, the perceptual loss Lperc [17] is
incorporated, computed from the feature maps of both the
ground truth images and the rendered outputs extracted via
a pre-trained VGG network [45].
Hand Consistency. In addition, we incorporate an L1 loss
Lhands that measures the difference between the colors of
Gaussians in the hand region and the average color of Gaus-
sians in the cheek region.

Lhands = |chands −mean (ccheeks)| , (11)

This loss term ensures that the generated hand colors align
with the overall skin tone.
Part-aware Laplacian. Laplacian regularization [12, 16,
32, 34, 40] enforces smoothness in mesh deformation by

keeping vertices near the average position of their neigh-
bors. Using the target mesh’s connectivity, it preserves lo-
cal geometry and ensures a coherent deformation. Since our
Gaussians are anchored at the mesh vertices, we can natu-
rally apply Laplacian regularization to optimize their posi-
tions. Considering the Gaussian in position pi and its neigh-
bors kj ∈ K(pi), the Laplacian distance ζi is acquired via:

ζi = pi −
1

Ki

Ki∑
j=1

kj , (12)

and the Laplacian loss we optimized is:

Llap =

N∑
i=1

ωi ·
∥∥ζi − ζ′i∥∥22, (13)

where ζi is the Laplacan distance in template mesh and ωi

is the regularization strength. We set the different regular-
ization strength for different regions, 200 for the facial area,
50 for the hand area, and 30 for the ear area.

Overall, the total loss function is summarized as follows:

L = λdiffLdiff + λfitLfit

+ λhandsLhands + λlapLlap.
(14)

4. Experiments
Experiment Settings. In our experiments, we employed
the THuman2.0 Dataset [57] as the primary training source.
This dataset comprises 526 textured 3D scans captured with
a high-density DSLR rig, offering a wide range of chal-
lenging poses. Each scan is provided with corresponding
SMPL-X parameters. For data pre-processing, we rendered
500 identities from the THuman2.0 dataset, generating 54
camera views per identity.

To enhance facial rendering precision, we performed fa-
cial data augmentation by rendering an additional 54 images
per identity, capturing views around the head. We didn’t use
any explicit 3D supervision such as ground true normals or
3D meshes. We adopt the Fréchet Inception Distance (FID)
metric and Kernel Inception Distance (KID) as our metric
to evaluate the quality and diversity of our method.
Implement Details. We perform two rounds of upsampling
on the SMPL-X mesh to obtain approximately 160K ver-
tices. Given that the SMPL-X UV layout covers roughly
74% of the available UV space, we employ a 512×512 res-
olution UV Gaussian attribute map and a 512×512 resolu-
tion UV latent feature map. Our method is trained on 8
NVIDIA L20 GPUs for approximately 3 days. The UV la-
tent feature map consists of 32 channels; when input to the
decoders, the first 16 channels are fed into the geometry de-
coder to predict offsets, while the remaining 16 channels are
fed into the appearance decoder to predict colors. Our ge-
ometry decoder and appearance decoder are implemented
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Figure 3. Comparison Results. Our method produces high-quality and realistic human generation results compared to EVA3D [14],
GETAvatar [63], PrimDiffusion [10], and E3Gen [62]. We also compare our results to a mesh rendering implement of our training
framework to show that our meshified surfel Gaussians achieve a higher render quality.

Figure 4. Face Ablation. Ablation study about the scheme of facial region. Without head dataset augmentation, the rendered quality
is poor. Added head dataset augmentation but without facial part heavier Laplacian regularization, misalignment of rendered image and
underlying geometry will appear. Our method achieve both high rendered quality and faithful facial geometry.

as shallow convolutional neural networks, with each de-
coder comprising two convolutional layers. The color pre-
diction head uses a sigmoid activation function. In contrast,
for the offset prediction head, no activation function is ap-
plied; the weights are initialized from a uniform distribution
U(−1×10−5,+1×10−5) and initial biases are set to zero.

4.1. Evaluation of Generated Avatars.

Comparison with SOTA Baselines. We compare our
method with four state-of-the-art approaches: EVA3D [14],
GETAvatar [63], E3Gen [62], and PrimDiffusion [10]. Ad-
ditionally, we conduct an experiment replacing our meshi-
fied surfel Gaussians with the traditional textured mesh as
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Figure 5. Geometry Regularization. To demonstrate its effectiveness, we perform two ablation studies: removing Laplacian regularization
and replacing it with L2 regularization.

Figure 6. Decoder Choice. We show the performance when the
decoder becomes more complex (e.g. U-Net).

FID↓ KID↓
EVA3D 184.88 237.18
GETAvatar 17.91 40.67
PrimDiffusion 80.71 76.24
E3Gen 17.19 34.26
mesh implement 17.45 34.34
Ours 16.25 31.46

Table 1. Qualitative comparisons on THuman 2.0 dataset.

the rendering primitive. The comparison results are pre-
sented in Fig. 3 and quantitative metrics are summarized
in Table. 1. As demonstrated, EVA3D performs subop-
timally on the THuman2.0 dataset, a complex multi-view

FID↓ KID↓
U-Net as decoder 68.49 129.73
L2 reg. 17.82 34.57
w/o reg. 21.04 41.99
w/o head lap. 17.06 32.63
w/o head aug. 23.58 46.94
Ours 16.25 31.46

Table 2. Qualitative evaluation of ablation study.

dataset with challenging poses, primarily due to the insta-
bility inherent in GAN training. GETAvatar, which relies on
ground truth normals as input, fails to generate plausible fa-
cial and hand details, while PrimDiffusion, which is a two-
stage diffusion method employing a Mixture of Volumet-
ric Primitives [26] for representation, similarly struggles to
produce consistent fine details in these regions. Moreover,
E3Gen, a generative Gaussian-based approach, suffers from
the anisotropic nature of Gaussians; on datasets like THu-
man2.0, where pose and identity are difficult to decouple,
the generated avatars are prone to artifacts such as spiking
and floating Gaussians and do not generalize well to novel
poses. In contrast, our method consistently achieves high-
quality rendering across various poses.
Comparison with Mesh-based Rendering. In contrast,
our design leverages the inherent connectivity of the mesh
vertices, enabling the Gaussians to inherit a structured
geometric prior. Conventional textured mesh render-
ing typically relies on high-resolution texture maps (e.g.,
1024×1024 or higher) to capture details, considerably in-
creasing computational and memory overhead. To further
demonstrate the efficacy of our method relative to tradi-
tional mesh-based representations, we implemented a base-
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Figure 7. Facial Driven and Gestures Control. Due to our
meshified surfel Gaussians, our method enables facial and hand
gesture animation without artifacts.

line using a differentiable mesh renderer [20]. Experimental
results indicate that our approach achieves superior perfor-
mance in both generation quality and rendering fidelity.

4.2. Ablation Study
Head Augmentation. We conduct ablation studies on head
augmentation and head Laplacian regularization. As shown
in Fig. 4, head augmentation primarily improves the texture
details in the facial region, while Laplacian regularization
ensures alignment between geometry and texture.
Geometry Regularization. We further conduct ablation on
Laplacian regularization. Fig. 5 highlights the geometric
and texture details of the full body and face under differ-
ent settings. When Laplacian regularization is removed, the
attribute maps become noisy, and the normal maps start to
blur. When Laplacian regularization is replaced with stan-
dard L2 regularization, the normal maps deteriorate signifi-
cantly, and the attribute maps fail to capture fine details.
Decoder Design. We conduct an ablation study on the de-
sign of the attribute map decoder. One alternative approach
is to replace the current shallow CNN with a more complex
U-Net. As shown in Fig. 6, the use of complex decoder
does not lead to performance gains; instead, it causes the
attribute maps to deteriorate. We argue this to the increased
difficulty in jointly optimizing the diffusion and fitting pro-
cesses when employing a more complex decoder.

4.3. Application
Avatar Animation. Our method effectively anchors Gaus-
sians onto the mesh surface, enabling freeform anima-
tion. Fig. 7 demonstrates facial and hand gesture ani-
mation driven by TalkSHOW [55] sequence, while Fig. 8
presents full-body animation driven by motion sequences
from AMASS [29]. Credited by carefully designed Gaus-
sians, our method achieves high-quality rendering while
mitigating artifacts.
Adapting to different body shapes. Since our method
defines Gaussian scales based on vertex distance, we can

Figure 8. Body Driven. We demonstrate the performance of our
method on challenging motion sequences.

Figure 9. Different body shape adapting. Our method enables
effortless adapting of body shape.

freely modify SMPL-X parameters to edit different body
shapes without introducing cumbersome artifacts.

5. Conclusion
In this paper, we propose a novel method for learning a rig-
gable, high-quality 3D human generation model. We intro-
duce Meshified Surfel Gaussians, an integration of Gaus-
sian and mesh representations tailored for avatar model-
ing, which establishes explicit connectivity among Gaus-
sians and enables connectivity-based regularizers. Our ap-
proach outperforms baseline methods and supports various
downstream tasks, making it versatile for human generation
and practical applications.

Our method still has some limitations. Because the
representation model is tightly integrated with SMPL-X,
it struggles with modeling loose garments. Furthermore,
constrained by the diversity of appearances in the training
dataset, the generated model shows a noticeable bias and
demonstrates limited generalization capacity.
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